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A decade of mad progress

ImageNet-1K image classification

https://paperswithcode.com/sota/image-classification-on-imagenet



A decade of mad progress

Pascal-VOC-2012 semantic segmentation
https://paperswithcode.com/sota/semantic-segmentation-on-pascal-voc-2012



A decade of mad progress

MS-COCO object detection
https://paperswithcode.com/sota/object-detection-on-coco



Yes, but

• Numerous errors even in controlled dev-test

• Many more under distribution shifts

• Extreme brittleness

• Possible absurd predictions 
+ 0.07 x =

Panda Gibbon

Peacock Peacock         Starfish



Dataset defines the actual domain, often with limited coverage of:

• Rare pose/appearance of known objects, rare objects

• Rare, e.g. dangerous, scene configurations

• All sorts of perturbation, e.g., adverse conditions, sensor blocking 

From intended to covered domain



Expectations for real-world AI systems

Useful and safe models should

• Be accurate over intended domain, inc. corner cases

• Be robust to perturbations in-domain 

• Self-assess its confidence for each prediction

• Refuse to predict if too uncertain, detect out-of-domain inputs

• Adapt/generalize to new domains or conditions

good dev-test accuracy does not suffice

All faces of runtime reliability should be assed and improved



Assessing robustness to corruption

• Various types/degrees of synthetic corruption on val/test data

• Measure their influence on model performance 

ImageNet-C

[Hendrycks ICLR 19]
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ImageNet-C



Assessing robustness to perturbations

• Various types of gradual perturbations on val/test data

• Measure invariance/covariance of model w.r.t. them

ImageNet-P

[Hendrycks ICLR 19]



From synthetic to real perturbations

Synthetic perturbations: growing offer of robustness test datasets

• Objects: ImageNet-C,P,R

• Driving: Cityscapes foggy-, rainy-, -C, StreetHazards, fishyscapes, 
roadAnomaly21, roadObstacles21

Real perturbations: scattered across real datasets with little metadata



Why confidence prediction? 

For development

• Help architecture design

• Guide annotation and training

For deployment

• Help validation

• Improve run-time reliability

• Help gain user’s trust
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If very uncertain at run-time

• Inform downstream tasks

• Inform next time-step prediction

• Adapt sensor fusion, leverage redundancy

• Raise alarm

• Give control to another system…

• … or to human (if in the loop)

• Resort to emergency fallback



Max class score as confidence measure? 

ResNet on Cifar 100

+ 0.07 x =

panda gibbon

peacock peacock         starfish

max class score > 0.99

[Goodfellow 2015]

[Nguyen 2015]

[Guo 2017]



Assess model reliability

• Assess performance with a mix of criteria (not only Acc)

• Assess accuracy and robustness on realistic distribution shifts

Improve model reliability

• Improve robustness to perturbations and OoD

• Adapt / generalize to new domains 

Given input

• Predict confidence of model prediction

• Predict failure in classification

• Measure different types of uncertainties

• Detect if OoD (through model lens or not)

• Have a rejection option

Improve training data coverage inc. of corner cases

Roadmap to reliability

evaluation

models and training

run-time tools

data dev cycle




